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GW150914: detection and companion papers at papers.ligo.org  
[LVC 2016]

What are gravitational waves?



GW151216: see PRL and O1 BBH paper  
[LVC 2016]

55 cycles over 1 s 
35–450 Hz



Gravitational waves and their detection 
[Nature 2016]

stretching

squeezing

�h̄�� = �16����

To first approximation… indeed, in the 
linearized approximation…



GWs are transverse and traceless tidal fields 
[ESA 2016]



The LIGO observatories 
[LVC 2016]

• Modified Michelson interferometer with 
~300x resonant arm cavities (in 1µPa vacuum), 
power and signal recycling 

• 40-kg fused silica mirrors on quadruple-pendulum 
suspensions with active seismic isolation 

• 20 W input power, 100 kW circulating in O1 
• Servos in 300 control loops to maintain 

resonance and alignment; calibration achieved by 
measuring response to induced test-mass motion  

• Environmental monitors: seismometers, 
accelerometers, microphones, magnetometers, 
radio receivers, weather sensors, ac-power line 
monitors, cosmic-ray detector



High-vacuum tubes and chambers



Advanced LIGO & Advanced Virgo

iLIGO runs



GW150914: inspiral, merger, and ringdown 
[LVC 2016]

8 cycles increasing in frequency. 
Recognizable as inspiraling binary. 
Evolution characterized by chirp mass. 


Estimating f and fdot yields chirp mass 
30 Msun, so total mass > 70 Msun.


Sum of Schwarzschild radii at least 210 
km; at 75 Hz (orbital frequency), radial 
separation would be 350 km. Thus 
these objects must be very compact.


Only BHs and NSs known to exist. NS 
impossible, since total mass would be 
much larger and merge at lower 
frequencies.


Hints of BH decay seen.



GW150914: numerical relativity simulation 
[SXS collaboration 2016]



GW150914: matched-filter inspiral search 
[LVC 2016]

• Binaries with masses 1–99 M⊙, total mass 
< 100 M⊙, dimensionless spin < 0.99 

• 250,000 PN and EOB signal templates. 
Matched-filter SNR + χ2 statistic 

• Measured on 608,000-yr background, 
false-alarm rate < 1 in 203,000 yr  
(2x10–7 false alarm = 5.1σ)

LVT151012: FAR < 1/2.3 yr 
	 FAP = 0.02



LIGO O1 BBH: parameter estimation 
[LVC 2016]

SNR solar 
masses

effective 
spin D/Mpc z

GW150914 23.7 36 + 29 420 0.1
LVT151012 9.7 23 + 13 1000 0.2
GW151226 13 14 + 7.5 0.2 440 0.1



Origin of massive GW150914-like BHs 
[LVC 2016, Belczynski 2016]

• Primordial: density fluctuations after Big Bang 
• Pop III: first massive stars (1% of stars in Universe) 
• Pop II/I: classic field binary evolution (90%) 
• Pop II/I: rapid rotation (homogeneous evol.) (10%) 
• Pop II/I: dynamical formation in globular clusters (0.1%) 
• Exotic: e.g., single-star core splitting
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Inspiral: PN equations

merger: 
numerical 
relativity

ringdown: 
perturbation 
theory

waveform models

[Cutler & MV 2007]

[Babak, MV et al. 2013]
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FIG. 1. Structure of the ihope pipeline.

tests are computationally expensive, so we reserve them
for this second pass. Single-detector triggers are again
compared for coincidence, and the final list is clustered
and ranked (Sec. III E), taking into account signal con-
sistency, amplitude consistency among detectors (Sec.
III C), as well as the times in which the detectors were not
operating optimally (Sec. IIID). These steps leave coin-

cident triggers that have a quasi-Gaussian distribution;
they can now be evaluated for statistical significance, and
used to derive event-rate upper limits in the absence of
a detection.
To do this, the steps of the search that involve co-

incidence are repeated many times, artificially shifting
the time stamps of triggers in di�erent detectors, such
that no true GW signal would actually be found in co-
incidence (Sec. IVA). The resulting time-shift triggers
are used to calculate the FAR of the in-time (zero-shift)
triggers. Those with FAR lower than some threshold are
the GW-signal candidates (Sec. IVB). Simulated GW
signals are then injected into the data, and by observ-
ing which injections are recovered as triggers with FAR
lower than some threshold, we can characterize detection
e⇤ciency as a function of distance and other parameters
(Sec. IVC), providing an astrophysical interpretation for
the search. Together with the FARs of the loudest trig-
gers, the e⇤ciency yields the upper limits (Sec. IVD).

A. Data segmentation and conditioning,
power-spectral-density generation

As a first step in the pipeline, ihope identifies the
stretches of detector data that should be analyzed: for
each detector, such science segments are those for which
the detector was locked (i.e., interferometer laser light
was resonant in Fabry–Perot cavities [1]), no other ex-
perimental work was being performed, and the detec-
tor’s “science mode” was confirmed by a human “science
monitor.” ihope builds a list of science-segment times
by querying a network-accessible database that contains
this information for all detectors.
The LIGO and Virgo GW-strain data are sampled

at 16, 384 Hz and 20, 000 Hz, respectively, but both are
down-sampled to 4096 Hz prior to analysis [15], since at
frequencies above 1 kHz to 2 kHz detector noise over-
whelms any likely CBC signal. This sampling rate sets
the Nyquist frequency at 2048 Hz; to prevent aliasing,
the data are preconditioned with a time-domain digital
filter with low-pass cuto� at the Nyquist frequency [15].
While CBC signals extend to arbitrarily low frequencies,
detector sensitivity degrades rapidly, so very little GW
power could be observed below 40 Hz. Therefore, we
usually suppress signals below 30 Hz with two rounds of
8th-order Butterworth high-pass filters, and analyze data
only above 40 Hz.
Both the low- and high-pass filters corrupt the data

at the start and end of a science segment, so the first
and last few seconds of data (typically 8 s) are discarded
after applying the filters. Furthermore, SNRs are com-
puted by correlating templates with the (noise-weighted)
data stream, which is only possible if a stretch of data
of at least the same length as the template is available.
Altogether, the data are split into 256 s segments, and
the first and last 64 s of each segment are not used in the
search. Neighboring segments are overlapped by 128 s to
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FIG. 15. Search e�ciency for BNS injections in a month of
representative S5 data (blue) and in Gaussian noise (red), for
a false-alarm rate equal to the FAR of the loudest foreground
trigger in each analysis.

For searches sensitive out to tens or hundreds of mega-
parsecs, it is reasonable to approximate the blue-light
luminosity as uniform in volume, and quote rates per
unit volume and time [73]. We follow [11, 70] and infer
the probability density for the merger rate R, given that
in an observation time T no other trigger was seen with
IFAR larger than its loudest-event value, �m:

p(R|�m, T ) ⇤ p(R) e�RV (�m)T (1 + �(�m)RT V (�m)) ;
(19)

here p(R) is the prior probability density for R, usually
taken as the result of previous searches or as a uniform
distribution for the first search of a kind; V (�) is the
volume of space in which the search could have seen a
signal with IFAR � �; and the quantity � is the relative
probability that the loudest trigger was due to a GWs
rather than noise,

� =
|V ⇤(�m)|
V (�m)

PB(�m)

P ⇤
B(�m)

, with PB(�) = e�T/�, (20)

with the prime denoting di⇥erentiation with respect to
�. For a chosen confidence level ⇥ (typically 0.9 = 90%),
the upper limit R⇥ on the rate is then given by

⇥ =

� R⇤

0
p(R|�m, T ) dR. (21)

It is clear from Eq. (19) that the decay of p(R|�m, T )
and the resulting R⇥ depend critically on the sensitive
volume V (�m). In previous sections we have shown how
ihope is highly e⇥ective at filtering out triggers due to
non-Gaussian noise, thus improving sensitivity, and in
the context of computing upper limits, we can quantify
the residual e⇥ects of non-Gaussian features on V (�m).
In Fig. 15 we show the search e�ciency for BNS sig-
nals, i.e. the fraction of BNS injections found with IFAR

above a fiducial value, here set to the IFAR of the loud-
est in-time noise trigger as a function of distance, for one
month of S5 data and for a month of Gaussian noise with
the same PSDs.4 Despite the significant non-Gaussianity
of real data, the distance at which e⇧ciency is 50% is
reduced by ⇥ 10% and the sensitive search volume by
⇥ 30%, compared to Gaussian-noise expectations.

V. DISCUSSION AND FUTURE
DEVELOPMENTS

In this paper we have given a detailed description of
the ihope software pipeline, developed to search for GWs
from CBC events in LIGO and Virgo data, and we have
provided several examples of its performance on a sam-
ple stretch of data from the LIGO S5 run. The pipeline
is based on a matched-filtering engine augmented by a
substantial number of additional modules that imple-
ment coincidence, signal-consistency tests, data-quality
cuts, tunable ranking statistics, background estimation
by time shifts, and sensitivity evaluation by injections.
Indeed, with the ihope pipeline we can run analyses that
go all the way from detector strain data to event signifi-
cance and upper limits on CBC rates.
The pipeline was developed over a number of years,

from the early versions used in LIGO’s S2 BNS search
to its mature incarnation used in the analysis of S6 and
VSR3 data. One of the major successes of the ihope

pipeline was the mitigation of spurious triggers from non-
Gaussian noise transients, to such an extent that the
overall volume sensitivity is reduced by less than 20%
compared to what would be possible if noise was Gaus-
sian. Nevertheless, there are still significant improve-
ments that can and must be made to CBC searches if
we are to meet the challenges posed by analyzing the
data of advanced detectors. In the following paragraphs,
we briefly discuss some of these improvements and chal-
lenges.
Coherent analysis. As discussed above, the ihope

pipeline comes close to the sensitivity that would be
achieved if noise was Gaussian, with the same PSD.
Therefore, while some improvement could be obtained by
implementing more sophisticated signal-consistency tests
and data-quality cuts, it will not be significant. If three
or more detectors are active, sensitivity would be im-
proved in a coherent [52, 74, 75] (rather than coincident)
analysis that filters the data from all operating detectors
simultaneously, requiring consistency between the times
of arrival and relative amplitudes of GW signals, as ob-
served in each data stream. Such a search is challeng-
ing to implement because the data from the detectors

4 For Gaussian noise, we do not actually run injections through the
pipeline, but compute the expected SNR, given the sensitivity of
the detectors at that time, and compare with the largest SNR
among Gaussian-noise in-time triggers.
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FIG. 2. A typical template bank for a low-mass CBC inspiral
search, as plotted in m1–m2 space (top panel) and �0–�3 space
(bottom panel). Templates are distributed more evenly over
�0 and �3, since the parameter-space metric is approximately
flat in those coordinates.

Here, ⇥ is a time variable relative to the coalescence time,
tc. The constant amplitude A and phase ⇥0, between
them, depend on all the binary parameters: masses, sky
location and distance, orientation, and (nominal) orbital
phase at coalescence. By contrast, the time-dependent
frequency f(⇥) and phase ⇥(⇥) depend only on the com-
ponent masses 1 and on the absolute time of coalescence.

The squared SNR �2 for the data s and template h,
analytically maximized over A and ⇥0, is given by

�2 =
(s|h0)2 + (s|h�/2)

2

(h0|h0)
; (9)

1 Strictly, the waveforms depend upon the red-shifted component
masses (1 + z)m1,2. Note, however, that this does not a�ect the
search as one can simply replace the masses by their redshifted
values.

here we assume that h̃�/2(f) = ih̃0(f), which is identi-
cally true for waveforms defined in the frequency domain
with the stationary-phase approximation [41], and ap-
proximately true for all slowly evolving CBC waveforms.
The maximized statistic �2 of Eq. (9) is a function only

of the component masses and the time of coalescence tc.
Now, a time shift can be folded in the computation of
inner products by noting that g(⇥) = h(⇥ ��tc) trans-
forms to g̃(f) = ei2�f�tc h̃(f); therefore, the SNR can
be computed as a function of tc by the inverse Fourier
transform (a complex quantity)

(s|h)(�tc) = 4

� fhigh

flow

s̃(f)h̃⇥(f)

Sn(f)
e2�if�tcdf. (10)

Furthermore, if h̃�/2(f) = ih̃0(f) then Eq. (10), com-
puted for h = h0, yields (s|h0)(�tc) + i (s|h�/2)(�tc).
The ihope matched-filtering engine implements the

discrete analogs of Eqs. (9) and (10) [25] using the ef-
ficient FFTW library [42]. The resulting SNRs are not
stored for every template and every possible tc; instead,
we only retain triggers that exceed an empirically deter-
mined threshold (typically 5.5), and that corresponds to
maxima of the SNR time series—that is, a trigger above
the threshold is kept only if there are no triggers with
higher SNR within a predefined time window, typically
set to the length of the template (this is referred to as
time clustering).
For a single template and time and for detector data

consisting of Gaussian noise, �2 follows a ⇤2 distribution
with two degrees of freedom, which makes a threshold of
5.5 seem rather large: p(� > 5.5) = 2.7⇥10�7. However,
we must account for the fact that we consider a full tem-
plate bank and maximize over time of coalescence: the
bank makes for, conservatively, a thousand independent
trials at any point in time, while trials separated by 0.1
seconds in time are essentially independent. Therefore,
we expect to see a few triggers above this threshold al-
ready in a few hundred seconds of Gaussian noise, and a
large number in a year of observing time. Furthermore,
since the data contain many non-Gaussian noise tran-
sients, the trigger rate will be even higher. In Fig. 3 we
show the distribution of triggers as a function of SNR in
a month of simulated Gaussian noise (blue) and real data
(red) from LIGO’s fifth science run (S5). The di⇤erence
between the two is clearly noticeable, with a tail of high
SNR triggers extending to SNRs well over 1000 in real
data.
It is useful to not just cluster in time, but also across

the template bank. When the SNR for a template is
above threshold, it is probable that it will be above
threshold also for many neighboring templates, which en-
code very similar waveforms. The ihope pipeline selects
only one (or a few) triggers for each event (be it a GW or
a noise transient), using one of two algorithms. In time-
window clustering, the time series of triggers from all
templates is split into windows of fixed duration; within
each window, only the trigger with the largest SNR is

GW searches

[MV 2008, 2012]

statistical inference



N > 10

N > 35
N > 70

2016, 6 months
2017, 9 months

GW150914 and GW151226: merger rate estimates 
[LVC 2016]



• Consistency: useful sanity checks, hard to interpret statistically. 
P values are possible with much work. But would we ever believe an 
inconsistent result? 

• Parametric tests: constraints on GR “constants” (PN coefficients, 
graviton mass)—useful proxies for increasing resolving power, but 
again hard to interpret. Apparent violations may focus our search for 
new physics. 

• Alternative theories: new physics will be established by model 
comparison of GR with fully predictive alternative theories. (However, 
it is a problem to establish Bayesian priors for alternative gravity, and 
for alternative-gravity parameters.)

A hierarchy of tests of GR with GW observations  
[MV in preparation]



“Consistency” test: residual  
[B. Allen 2016]

the Eventbest-fit injection



SNR in coherent burst analysis 
of data residual after subtracting 
best-fit GW150914 waveform

SNRres � 7.3 � FF � 0.96SNR2
res =

1 � FF2

FF2 SNR2
det

Fitting Factor: parameter-maximized  
waveform overlap

(for violations not absorbed 
by physical parameters)

an actual null-hypothesis test (with P-value 0.3), which implies 
that GR prediction is verified to 4%; i.e., no GR violations above 
4% of waveform

“Consistency” test: residual  
[LVC 2016]



answers question: if we estimate QNM parameter directly and 
compare them with values deduced from the preferred binary 
parameters, are the resulting estimates “consistent”?

single quasi-normal mode

s

nh

θ

θQ

sQ

nhQ

θQ

full IMR 
waveform

“ringdown” 
only

[90% credible]

“Consistency” test: quasinormal modes  
[LVC 2016]



answers question: what are the preferred values of individual 
waveform coefficients in a set of hypothetical theories in which 
each in turn is free?

h(f) =
1

D

A�
Ḟ

f2/3ei�(f)

�(f) =
�

i

[�i + �il log f ] f (i�5)/3+�MR[�i, �i]

s

nh

φi δφi

θ fractional 
corrections!

Parametric test: PN coefficients  
[LVC 2016]

[Yunes, Yagi, Pretorius 2016]



answers question: what is the preferred value of the “dispersion” 
mg  in a hypothetical theory of gravity where it is a free 
parameter? 

mg < 1.2 x 10–22 eV/c2

h(f) =
1

D

A�
Ḟ

f2/3ei�(f)

�(f) =
�

i

[�i + �il log f ] f (i�5)/3 +�MR[�i, �i] ��(f) =
�Dc

�2
g(1 + z)f

72 Cli⇥ord M. Will

where M = (⌅3/5G�4/5)�3/5m, and b is the coe⇧cient of the dipole term, given by b =
(5/48)(⌅�1G4/3)⇤S2, where ⌅, G, S are given by Equations (94), and ⇤ = 1/(2 + ⇧BD). Double
neutron star systems are not promising because the small range of masses available near 1.4 M⇥
results in suppression of dipole radiation by symmetry. For black holes, s = 0.5 identically, con-
sequently double black hole systems turn out to be observationally identical in the two theories.
Thus mixed systems involving a neutron star and a black hole are preferred. However, a num-
ber of analyses of the capabilities of both ground-based and space-based (LISA) observatories
have shown that observing waves from neutron-star–black-hole inspirals is not likely to bound
scalar-tensor gravity at a level competitive with the Cassini bound or with future solar-system
improvements [283, 161, 236, 292, 27, 28].

6.4 Speed of gravitational waves

According to GR, in the limit in which the wavelength of gravitational waves is small compared
to the radius of curvature of the background spacetime, the waves propagate along null geodesics
of the background spacetime, i.e. they have the same speed c as light (in this section, we do not
set c = 1). In other theories, the speed could di⇥er from c because of coupling of gravitation to
“background” gravitational fields. For example, in the Rosen bimetric theory with a flat back-
ground metric �, gravitational waves follow null geodesics of �, while light follows null geodesics
of g (TEGP 10.1 [281]).

Another way in which the speed of gravitational waves could di⇥er from c is if gravitation were
propagated by a massive field (a massive graviton), in which case vg would be given by, in a local
inertial frame,

v2
g

c2
= 1�

m2
gc

4

E2
, (99)

where mg and E are the graviton rest mass and energy, respectively.
The simplest attempt to incorporate a massive graviton into general relativity in a ghost-free

manner su⇥ers from the so-called van Dam–Veltman–Zakharov (vDVZ) discontinuity [263, 299].
Because of the 3 additional helicity states available to the massive spin-2 graviton, the limit of
small graviton mass does not coincide with pure GR, and the predicted perihelion advance, for
example, violates experiment. A model theory by Visser [265] attempts to circumvent the vDVZ
problem by introducing a non-dynamical flat-background metric. This theory is truly continuous
with GR in the limit of vanishing graviton mass; on the other hand, its observational implications
have been only partially explored. Braneworld scenarios predict a tower or a continuum of massive
gravitons, and may avoid the vDVZ discontinuity, although the full details are still a work in
progress [91, 66].

The most obvious way to test this is to compare the arrival times of a gravitational wave and
an electromagnetic wave from the same event, e.g., a supernova. For a source at a distance D, the
resulting value of the di⇥erence 1� vg/c is

1� vg

c
= 5⇥ 10�17

�
200 Mpc

D

⇥ �
�t

1 s

⇥
, (100)

where �t ⇤ �ta � (1 + Z)�te is the “time di⇥erence”, where �ta and �te are the di⇥erences in
arrival time and emission time of the two signals, respectively, and Z is the redshift of the source.
In many cases, �te is unknown, so that the best one can do is employ an upper bound on �te
based on observation or modelling. The result will then be a bound on 1� vg/c.

For a massive graviton, if the frequency of the gravitational waves is such that hf ⇧ mgc2,
where h is Planck’s constant, then vg/c ⌅ 1 � 1

2 (c/⇥gf)2, where ⇥g = h/mgc is the graviton

Living Reviews in Relativity
http://www.livingreviews.org/lrr-2006-3

s

nh

θ mg uniform 
prior

Parametric test: graviton mass  
[LVC 2016]



new physics follows from establishing an anomaly: we need to 
obtain convincing evidence that the data prefers an alternative 
theory of gravity over GR

s

nh

θ GR, Λ=0

Λ

Detecting alternative gravity 
[LVC 2016]
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Detection SNR limits GR test sensitivity  
[MV 2012]

for a fixed false-alarm rate, we ask what SNR is needed to 
detect AG with 50% probability as a function of fitting factor FF, 
using the Bayesian odds ratio as “detection” statistic.



Modified theories of gravity 
[Berti et al. 2016]



GWs from superradiant axions in gravitational “atoms”   
[Arvanitaki et al. 2016]

energy levels:

superradiant:

Axions with Compton wavelength large 
compared to the size of the BH have an 
approximately hydrogenic spectrum of 
bound states around the BH 


When a spinning BH is born, the number 
of axions in superradiant levels will grow 
exponentially, seeded by spontaneous 
emission. The fastest-growing level, 
generally one with the minimum l and m 
such that Eq. 2  is satisfied, will extract 
energy and angular momentum  from the 
BH until Eq. 2 is saturated. This process 
repeats for the next-fastest-growing 
level, until the time it takes for the next 
level to grow is longer than the accretion 
timescale of the BH or the age of the 
universe.


The absence of rapidly rotating old BHs 
is a signal that SR has taken place. The 
spin vs. mass distribution of BHs should 
be empty in the region affected by SR, 

with a large number of BHs populating 
the curve ω = mΩH.


Direct emission: two axions can 
annihilate into a single graviton of energy 
2mu_A, creating a quasi monochromatic 
emission.



Advanced LIGO roadmap 
[LVC 2016, 2017]

O1 O2 O3

60-100 Mpc 120-170 Mpc
(target)

65-80 Mpc

2016 2017 2018 20192015

200 Mpc
(target)

Binary Neutron 
Star range



Future LIGO enhancements 
[LVC 2016]

Adv. LIGO Plus (A+):	 x1.7 range increase over aLIGO 
	 leverage existing technology and infrastructure 
LIGO Voyager:	 x2 sensitivity broadband improvement 
	 larger Si masses, cryogenic operation, shorter laser wavelength



Gravitational-wave detectors
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Concept selected: 4/2017

Phase 0 studies: by 9/2017

Industrial Phase studies: by 2020

Mission adoption: 2024

Phase B2/C/D/E1: 2025

Launch: 2033

2017
2013



Massive BH binaries Galactic white-dwarf binaries

Extreme mass-ratio inspirals Cosmological backgrounds

LISA GW sources



LISA sensitivity and sources 
[LISA proposal 2017]



LISA payload and LPF performance 
[LISA proposal 2017]



The LISA science analysis 
[MV 2011]
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pulsars: Nature’s precision clocks 
[Manchester 2015]

msec 
binaries

double NSs

Double 
Pulsar

“normal” 
pulsars

magnetars

[Joeri van Leeuwen]



L
12

= Lno gw
12

+
1

2

Z
2

1

h(�) d�

[Stairs 2003, Manchester 2013,  
Manchester 2015, You et al. 2007, 
Weisberg et al. 2010]

Pulsar-timing multiphysics
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[NANOGrav soon]



2004 2006 2008 2010 2012 2014 2016

Date [yr]

AO/430AO/430
AO/1400AO/1400 J0023+0923
AO/430AO/430
AO/1400AO/1400 J0030+0451
GBT/800
GBT/1400 J0340+4130
GBT/800GBT/800
GBT/1400GBT/1400 J0613�0200
GBT/800
GBT/1400 J0636+5128
GBT/800
GBT/1400 J0645+5158
GBT/800
GBT/1400 J0740+6620
GBT/800
GBT/1400 J0931�1902
GBT/800GBT/800
GBT/1400GBT/1400 J1012+5307
GBT/800GBT/800
GBT/1400GBT/1400 J1024�0719
GBT/800
GBT/1400 J1125+7819
AO/430
AO/1400 J1453+1902
GBT/800GBT/800
GBT/1400GBT/1400 J1455�3330
GBT/800GBT/800
GBT/1400GBT/1400 J1600�3053
GBT/800GBT/800
GBT/1400GBT/1400 J1614�2230
AO/430AO/430
AO/1400AO/1400 J1640+2224
GBT/800GBT/800
GBT/1400GBT/1400 J1643�1224
GBT/800GBT/800
AO/1400AO/1400
GBT/1400GBT/1400
AO/2100AO/2100

J1713+0747
AO/1400AO/1400
AO/2100AO/2100 J1738+0333
AO/430AO/430
AO/1400AO/1400
AO/2100 J1741+1351
GBT/800GBT/800
GBT/1400GBT/1400 J1744�1134
GBT/800
GBT/1400 J1747�4036
GBT/800
GBT/1400 J1832�0836
AO/430AO/430
AO/1400AO/1400 J1853+1303
AO/430AO/430
AO/1400AO/1400 B1855+09
AO/1400AO/1400
AO/2100AO/2100 J1903+0327
GBT/800GBT/800
GBT/1400GBT/1400 J1909�3744
AO/1400AO/1400
AO/2100AO/2100 J1910+1256
AO/430
AO/1400 J1911+1347
GBT/800GBT/800
GBT/1400GBT/1400 J1918�0642
AO/430AO/430
AO/1400AO/1400 J1923+2515
GBT/800GBT/800
AO/1400AO/1400
GBT/1400GBT/1400
AO/2100AO/2100

B1937+21
AO/430AO/430
AO/1400AO/1400 J1944+0907
AO/430AO/430
AO/1400AO/1400 B1953+29
GBT/800GBT/800
GBT/1400GBT/1400 J2010�1323
AO/430
AO/1400
AO/2100 J2017+0603
AO/430
AO/1400 J2033+1734
AO/430AO/430
AO/1400AO/1400 J2043+1711
GBT/800GBT/800
GBT/1400GBT/1400 J2145�0750
AO/1400AO/1400
AO/2100AO/2100 J2214+3000
AO/430
AO/1400 J2229+2643
AO/430
AO/1400 J2234+0611
AO/430
AO/1400
AO/2100 J2234+0944
GBT/800
GBT/1400 J2302+4442
AO/327AO/327
AO/430AO/430
AO/1400 J2317+1439[Nice 2016, NANOGrav soon]

Pulsar-timing arrays [Foster and Backer 1990]



[Babak et al. 2016]

Pulsar science: individual SMBH binaries

[Graham et al. 2015]



Pulsar science: relic radiation

lo
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inflationary spectral index

[Lasky et al. 2016]



Pulsar science: cosmic strings

string tension vs loop sizerecombination vs string tension

[NANOGrav 2016]



Stochastic background from SMBH mergers 
[Phinney 2001, Sesana et al. 2008]



Stochastic background from SMBH mergers 
[Sesana et al. 2012, Ravi et al. 2014, Burke-Spolaor 2015]



Isotropic SMBH background: NANOGrav 9-year analysis 
[NANOGrav 2016]



Isotropic SMBH background: NANOGrav 9-year analysis 
[NANOGrav 2016, Sampson et al. 2015]



Detection probability given the PPTA limit 
[Taylor, Vallisneri, et al. 2015]



A PTA noise model: everything is a Gaussian process

Basis picture
Search over basis coefficients and 
hyperparameters
ygp = Fa

p(a) � e�a
T�(�)�1a/2

p(ygp) � e�y
T
gpK(�)�1ygp/2

K(�) = F�(�)F T

Kernel picture
Marginalize over basis 
coefficients, search over 
hyperparameters

DM

timing-model errors

timing residuals radiometer noise 
(white)

jitter noise 
(white, epoch)

timing noise 
(red)

GWs

=
+

+

+

+

+
van Haasteren & MV 
PRD 90, 104012 (2014)



pulsar #1 pulsar #2 pulsar #3 pulsar #4

Stochastic GWs as correlated Gaussian process

[Jenet et al. 2015][Burke-Spolaor 2015]



GWB amplitude posteriors 
[NANOGrav 2017, PRELIMINARY]



DE421 (2008): targets Mars 
DE430 (2014): ICRF 2.0, Moon++ 
DE435 (2016): targets Cassini 
DE436 (2016): targets Juno

Ephemeris systematics 
[NANOGrav 2017, PRELIMINARY]



green: DE430 
blue: DE435

J1713+0747 noise model 
[NANOGrav 2017, PRELIMINARY]



GWB amplitude posteriors 
[NANOGrav 2017, PRELIMINARY]



PTA outlook

• GW detection with PTAs offers a very beautiful, yet extremely difficult 
challenge: building a detector the size of our galaxy, exploiting 
nature’s most precise clocks, millisecond pulsars. 

• Barring surprises (cosmic strings, nonstandard relic radiation, 
GW memory from early-Universe events), PTAs will observe first  
the stochastic background from the cosmological population of 
supermassive black-hole binaries in Galactic nuclei. 

• Improvements in sensitivity are limited by the increasing span 
of datasets and by the continued discovery of new pulsars. 

• The most recent upper limits on the background are in tension with 
theoretical expectations, suggesting “last-parsec” physics, or faulty 
assumptions. Nevertheless, if theoretical models are correct, detection 
is expected within 10 years. 

• Establishing confident detection requires sophisticated statistical 
techniques and superior control of systematics. Unfortunately, recent 
hints of a signal seem to be subsiding.

Fitting that pulsars, after indirectly 
confirming the presence of GWs by loss of 
energy, should offer a way to measure them 
directly.
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I’ve been talking to schoolkids about 
gravitational waves, so I’m providing a 
translation of my title. I bet Einstein did 
not see this one coming, either.


